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1 Executive Summary

During the last three decades, the performance of microprocessors & microcontrollers has steadily in-
creased at the impressive rate of 100 times per decade. This was fuelled by: (1) The exponential growth
in clock speeds; (2) The exponential growth in the number of transistors per die; and (3) The acceleration
of instruction flows obtained by various techniques for reducing latency and maximising the amount of
computation per clock cycle.

However, this picture was rapidly and radically changing. The shift to parallel architectures was not at all
the consequence of a scientific breakthrough. It was primarily a consequence of hitting technology walls
that prevented from pushing forward the efficient implementation of traditional uniprocessor designs
in silicon. These technologies hitting walls are: (a) Voltage scaling and power reduction techniques, or
Power Wall ; (b) Instruction-level parallelism, or Complexity Wall ; (c) Memory latency hiding techniques,
or Memory Wall ; (d) Reliable and low-variability silicon technology, or Yield Wall.

As an illustration of the rapidly evolving context of PRO3D, we can mention that the expected industrial
solutions to the Memory Wall changed dramatically during the course of the project. At the start of
PRO3D the most promising solution was Wide-IO, where a dedicated memory layer is connected to
the computing fabric by vertical interconnects. This solution was expected to outperform the flat, 2D,
LPDDR solutions both in speed and energy efficiency. By the time the project completed, the LPDDR
roadmap had accelerated to the point of overlapping significantly Wide-IO whith an incremental evolution
of the standard, 2D-based, solution: LPDDR3 & LPDDR4.

The PRO3D project proposed a holistic approach for the development activities ranged from programming
to architecture exploration and fabrication technologies, and yield the following outcome: (1) Thermal
Modelling & Simulation. (2) Programming, compilation, verification & deployment for 3D manycore
architectures, including Statistical Model Checking (SMC) of system models. (3) Exploiting 3D
opportunities into multicore architectures. (4) System-level thermal-aware exploration & analysis of 3D
designs. (5) Virtual Prototyping.

– Thermal Modelling & Simulation

3D technology allow to achieve smaller footprint in each layer and shorter vertical wires but thermal
problems caused by higher power densities and greater thermal resistances contributes to impede the
establishment of this technology. Thus, thermal modeling has become increasingly important in 3D chip
design.

3D-ICE stands for 3D Interlayer Cooling Emulator. It is a Linux based Thermal Emulator Li-
brary written in C, which can perform transient thermal analyses of vertically stacked 3D integrated
circuits with inter-tier Microchannel Liquid Cooling. It is based on the conventional compact modeling
of heat transfer by conduction in solids, and advances a novel compact modeling methodology, called the
Compact Transient Thermal Modeling (CTTM), for heat transfer by convection in microchannels.

This simulator developped in PRO3D is ideal for situations where a quick estimate of chip temperatures
is required. 3D-ICE can be used to assist early stages of architecture design as for floorplanning of 3D
multicore architectures or for the enhancement of liquid cooling efficiency through channel modulation.
Simulations run with 3D-ICE contributed as well to the development of new strategies for optimal
placement of thermal sensors or for the validation of run time thermal-aware management policies.

– Rigorous Design Flow & Statistical Model Checking.

PRO3D developped a rigorous design flow based on the BIP and DOL component framework: The flow is
(i) model-based, that is, both application software and mixed hardware/software system descriptions are
modeled by using a single, semantic framework; (ii) it is component-based, that is, it provides primitives
for building composite components as the composition of simpler components; (iii) it is tool-supported,
that is, all steps in the design flow are realized automatically by tools; (iv) It supports Satistical Model
Checking of system models (SMC).

The core idea of SMC is to conduct simulations of the system and then use statistical results in
order to decide whether the system satisfies the property or not. For instance, SMC can be used
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to estimate the probability that a system satisfies a given property. In contrast with exhaustive
approaches, a simulation-based solution does not guarantee a correct result. However, it is possible to
bound the probability of making an error. In PRO3D, SMC has been successfully applied through
the Behaviour Interaction Priority (BIP) framework for evaluation of performance properties of mixed
hardware/software system models.

– Exploiting 3D Opportunities into Multicore Architectures

The architecture developed in PRO3D project include several computation tiles connected via a mesh
Network-on-Chip (NoC). The computation tiles are homogeneous and consist of a network interface for
accessing the external NoC, a fast crossbar for quick access to local memory, a set of devices for effcient
intra-tile synchronization and a variable number of Processing Elements (PEs). The memory hierarchy
comprises several levels and memory types: L1 is the closest to the PE and can also be accessed by
non local processing elements with an increased access time. L2 level is Tightly Coupled Data Memory
(TCDM) directly connected via a logarithmic interconnect inside each cluster. L3 is a large memory
that can be accessed by all the clusters of the fabric implementation as a central 3D stacked memory.

– Performing thermal aware system-level exploration & analysis of 3D designs.

The move towards architectures with tens of cores complicates the process of designing applications. The
source of the complexity is two-fold: (1) the specification of the application must expose concurrency,
while ensuring the lack of any of the common errors such as race conditions; (2) a highly concurrent
application must be mapped on to the architecture with performance and/or temperature considerations.

The DOL formalism was selected as the programming model for the project and has been improved
along several axes: (1) Specification and verification, as we specify data flow applications as a set of
processes communicating via first-in-first-out (FIFO) buffers; (2) Code generation and calibration of the
application for design space exploration of mappings; (3) An analytic approach to compute the worst-case
die temperature; (4) Another approach to directly calibrate the thermal performance of an application
without need for intermediate parameters. And finaly, (5) Real-time performance with thermal-aware
run-time adaptation has been studied. The main options analyzed were: throttling by shaping the input
of tasks, and DVS control of a processor.

– Virtual Prototyping

The lack of Electronic Design Automation (EDA) tools that can provide IC designers with efficient
simulation of functional and thermal behavior of ICs limits the development of thermal-aware design
and run-time approaches for 3D ICs. In PRO3D, we have successfully developed a new virtual plat-
form prototyping framework targeting the full-system simulation of massively parallel heterogeneous 3D
system-on-chip, composed by a general purpose processor and a many-core hardware accelerator.

PRO3D started on January 1st, 2010, and lasted 3 years until December 31st, 2012. Its results, including
the 119 publications in various conferences, revues and workshops, are online at http://pro3d.eu.
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2 Context & Objectives

PRO3D has started on January 1st, 2010, and lasted 36 months until December 31st, 2012.

This section details the PRO3D challenged followed by the early context of the project. Then we
descibe how the context evolved during the project for memory technologies. Lastly we present
the major PRO3D breakthrough on thermal issues and statistical model checking.

The PRO3D Challenges

According to study from Gartner,1 the specific computing devices for the whole semi-conductor
market amount to 100 B$. This was, and still is, one of the key differentiator for semiconductor
industry in key markets such as Consumer, Wireless and Automotive. However the basic com-
puting component started moving from simple microcontroller to manycore high performances
embedded computing systems. The future of European electronic industry will heavily depend
on mastering embedded computing systems.

During the last three decades, the performance of microprocessors & microcontrollers has
steadily increased at the impressive rate of 100 times per decade. This was fuelled by:

• The exponential growth in clock speeds;

• The exponential growth in the number of transistors per die; and

• The acceleration of instruction flows obtained by various techniques for reducing latency
and maximising the amount of computation per clock cycle.

This picture started to rapidly and radically changing. The shift to parallel architectures was
not at all the consequence of a scientific breakthrough. It was primarily a consequence of
hitting the technology walls that prevented from pushing forward the efficient implementation
of traditional uniprocessor designs in silicon.2,3

These technology walls were responsible of the asymptotic diminishing returns of some of the
growth curves that drove hardware design in the past, namely:

• Voltage scaling and power reduction techniques, or Power Wall;

• Instruction-level parallelism, or Complexity Wall;

• Memory latency hiding techniques, or Memory Wall;

• Reliable and low-variability silicon technology, or Yield Wall.

All these above-mentioned walls had to be broken into to maintain the growth rate of embedded
computing in terms of computational efficiency.

Early Project Context

Provided the high computing density they offer, two key issues of embedded manycore are
memory bandwidth and low power consumtpion. In order to cope with those requirements, one

1“Forecast Electronic Equipment, 2009”, Gartner Analyst & Consultants.
2“The Landscape of Parallel Computing Research: A View from Berkeley,” Krste Asanovic & al., EECS

Department, University of California at Berkeley, Tech. Rep. UCB/EECS-2006-183, Dec. 18th, 2006.
3“Computer Architecture: A Quantitative Approach, 4th Edition”, John L. Hennessy & David A. Patterson,

Morgan Kaufmann, 4th edition.
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industry proposition was to move from 2D, flat, memory subsystems like LPDDR to 3D stacking
with dedicated memory layers using Wide-IO vertical interconnect. This solutions provided two
cumulative advantages: the increase of data width in the vertical interconnect and shorteneing
of the wires length. At the system level, the expected benefits of Wide-IO as seen by JEDEC
around early 2011 are summarized on Fig. 1.

Figure 1: WideIO Positioning – Early 2011

Acceleration of the Low Power Memory Roadmap

Although Wide-IO has its own challenges (TSV limiting memory density, complex business
model, power and thermal management, etc.) the progress of its developments was a wake up
call for the LPDDR community. To the extend that by 2013, the LPDDR roadmap had been
shortened enough to completely overlap the Wide-IO roadmap – See Fig. 2 [11].

Figure 2: LPDDR vs. Wide-IO, from [11] – Early 2013
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3 Main Scientific & Technical Results

Within this rapidely evoling context, PRO3D contributed to the following scientific areas:

1. Thermal Modelling & Simulation.

2. High-level programming, compilation, verification & deployment for 3D manycore archi-
tectures, including Statistical Model Checking (SMC) of system models.

3. Exploiting 3D opportunities into multicore architectures.

4. System-level exploration & analysis of 3D designs.

5. 3D manycore virtual prototyping.

The next two paragraphs give an overview of the two main achievements of PRO3D: thermal
modelling and SMC. They are followed by sub-sections that further details the scientific results
and advances in each of the four areas mentionned above.

Thermal Modelling and Simulation of 3D Stacks with 3D-ICE

Vertical stacking of multiple silicon layers, referred to as 3D stacking, is emerging as an
attractive solution to continue the pace of growth of System on Chips (SoCs). The 3D tech-
nology allow to achieve smaller footprint in each layer and shorter vertical wires but thermal
problems caused by higher power densities and greater thermal resistances contributes to
impede the establishment of this technology. Thus, thermal modeling has become increas-
ingly important in 3D chip design.

3D-ICE stands for 3D Interlayer Cooling Emulator. It is a Linux based Thermal
Emulator Library written in C, which can perform transient thermal analyses of vertically
stacked 3D integrated circuits with inter-tier Microchannel Liquid Cooling. It is based on
the conventional compact modeling of heat transfer by conduction in solids, and advances
a novel compact modeling methodology, called the Compact Transient Thermal Modeling
(CTTM), for heat transfer by convection in microchannels [17, 18].

This simulator is ideal for situations where a quick estimate of chip temperatures is required.
3D-ICE can be used to assist early stages of architecture design as for floorplanning of 3D
multicore architectures or for the enhancement of liquid cooling efficiency through channel
modulation [5, 32]. Simulations run with 3D-ICE contributed as well to the development
of new strategies for optimal placement of thermal sensors or for the validation of run time
thermal-aware management policies [4, 19].

Statistical Model Checking of System Models with BIP

SMC has recently emerged as an alternative to exhaustive exploration of the state-space for
system validation [12, 13, 14]. The core idea is to conduct simulations of the system
and then use statistical results in order to decide whether the system satisfies
the property or not.

Additionally, SMC can also be used to estimate the probability that a system satisfies
a given property. Of course, in contrast with exhaustive approaches, a simulation-
based solution does not guarantee a correct result. However, it is possible to bound
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the probability of making an error. Simulation-based methods are known to be far
less memory and time intensive than exhaustive ones, and are sometimes the only option.
SMC is getting widely accepted in various research areas such as systems biology, software
engineering.

In PRO3D, it has been successfully applied through the BIP framework for evaluation of
performance properties of complex, mixed hardware/system models [25, 29]. There are
several reasons for this success. First, SMC is very simple to implement, understand
and use. Second, it does not require extra modeling or specification effort, but
simply an operational model of the system, that can be simulated and checked
against state-based properties. Third, it allows validation of properties that cannot
be expressed in classical temporal logics.

3.1 Thermal Modelling & Simulation

Focusing on the thermal modelling of modern 3D ICs, in the last few years, several authors have
attempted to address the 3D-IC thermal modeling by using various modeling methodologies.
Unfortunately, most of these modeling and simulation solutions are based on either fine-grained
finite-element/finite-difference methods. Both methods have a superlinear computational com-
plexity with respect to size of the problem. As more and more number of IC-dies are stacked,
the computational times of these solutions would become too long to be practical for effective
design-space explorations. In PRO3D, we addressed the problem of computational complexity
of existing thermal simulation methodologies by proposing 3D-ICE thermal modeling tool.

3D-ICE is a compact transient thermal model (CTTM) for fast thermal simulation of 3D ICs,
targeting also inter-tier microchannel cooling. The major achievements of the proposed model
are:

1. The 3D-ICE model is transient and can accurately predict the temporal evolution of chip
temperatures when operational system parameters (heat dissipation, flow rate of coolant
etc.) change during dynamic thermal management. We have validated the accuracy of
the model with a commercial computational fluid dynamics (CFD) simulation tool as well
as measurement results from a 3D test IC with microchannel heat transfer geometry (a
maximum error of 3.4% in temperature).

2. The 3D-ICE model is compatible with the conventional transient compact thermal models
of IC modeling tools. Thus, no major computational overhead is introduced due to the
introduction of microchannels in the proposed model. This is critical for speeding up the
performance-thermal optimization cycles during the design of 3D ICs (the proposed model
shows up to 975x speed-up with respect to commercial CFD tools).

3. The proposed 3D-ICE model offers the designer the freedom to incorporate any suitable
heat transfer geometry, such as microchannels or pin fin arrays. Only the empirical corre-
lation set, representing the convective heat transfer has to be adjusted accordingly. These
values can be derived from literature or can specifically be computed by conjugate heat
and mass transfer CFD modeling of a unit-cell of the heat transfer structure.

4. A thermal simulator based on the proposed 3D-ICE model was implemented for multi-
threaded CPU and for massively parallel GPUs. It was found that the parallelization
of the simulation resulted in considerable time-savings, especially for large problem sizes
(i.e., detailed thermal models for large 3D stacks with liquid cooling).
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3.2 High Level Programming Model, Compilation & Statistical Model Check-
ing

Concurrency is paramount for boosting software performance on manycore platforms. Nonethe-
less, correct and fast development of highly parallel, fine-grain concurrent software is known to
be notoriously hard even for expert developers. In general, the inherent complexity of concur-
rent (handwritten) software is hardly manageable by current verification and validation methods
and tools. Moreover, software adaptation and deployment to selected manycore platform tar-
gets usually require significant manual transformation, with no strong guarantees about their
correctness.

Rigorous Design Flow for Development of Parallel Applications on Manycore

The PRO3D project proposed a holistic approach for the development of embedded applications
on top of manycore 3D platforms. PRO3D activities range from programming to architecture
exploration and fabrication technologies. The major challenges are the thermal management of
3D platforms and the rigorous, tool-supported design flow of parallel application software.

In the context of PRO3D, a rigorous design flow based on the BIP component framework [6]
has been developped. The flow sticks to the general principles of rigorous design introduced
in [21], namely:

• it is model-based, that is, both application software and mixed hardware/ software system
descriptions are modeled by using a single, semantic framework. As stated in [21], this
allows maintaining the coherency along with the flow by proving that various transforma-
tions used to move from one description to another preserve essential properties.

• it is component-based, that is, it provides primitives for building composite components
as the composition of simpler components. Using components reduces development time
by favoring component reuse and provides support for incremental analysis and design, as
introduced in [7, 8, 9].

• it is tool-supported, that is, all steps in the design flow are realized automatically by tools.
This ensures significant productivity gains, in particular due to elimination of potential
errors that can occur in manual transformations.

The BIP design flow uses a single language to ensure consistency between the different design
steps. This is mainly achieved by applying source-to-source transformations between refined
system models. These transformations are proven correct-by-construction, that means, they
preserve observational equivalence and consequently essential safety properties. The design
flow involves several distinct steps, as illustrated in Fig. 3 page 12 and explained below:

1. The translation of the application software into a BIP model. This allows its representa-
tion in a rigorous semantic framework. Translations for DOL3D and other programming
models (including synchronous, data-flow and event-driven) and domain specific languages
into BIP are defined and implemented.

2. Correctness checking of functional properties of the application software. Functional ver-
ification needs to be done only on high-level models since safety properties and deadlock-
freedom are preserved by different transformations applied along the design flow. To
avoid inherent complexity limitations, the verification method relies on compositionality
and incremental techniques.
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3. The construction of an abstract system model. This model is automatically generated
from 1) the BIP model representing the application software; 2) a BIP model of the target
execution platform; 3) a mapping of the atomic components of the application software
model into processing elements of the platform. The abstract system model takes into
account hardware constraints such as various latencies, mutual exclusion induced from
sharing physical resources (like buses, memories and processors) as well as scheduling
policies seeking optimal use of these resources.

4. The construction of a distributed system model. This model is automatically generated
from the abstract system model by expressing high-level coordination mechanisms e.g.,
interactions and priorities, in terms of primitives of the execution platform. This trans-
formation involves the replacement of atomic multiparty interactions and/or dynamic
priorities by protocols using asynchronous message passing (send/receive primitives) and
arbiters ensuring semantics preservation. These transformations are proved correct-by-
construction [15, 16, 27].

5. The generation of platform dependent code, including both functional and glue code for
deploying and running the application on the target manycore. In particular, components
mapped on the same core can be statically composed thus avoiding extra overhead for
(local) coordination at runtime.

6. The calibration step, which consists in estimating execution times of actions of the dis-
tributed system model. These are obtained through execution and profiling of code frag-
ments compiled on the target platform. They are used to obtain an instrumented system
model which takes into account dynamic behavior of the execution platform.

7. The performance analysis step involving simulation-based methods combined with statis-
tical model checking on the instrumented system model.

Statistical Model Checking of System Models

The system model captures, besides the pure functionality of the application software, all the
non-functional constraints induced on it by the target platform. The system model can therefore
be used to analyze non-functional properties such as contention for buses and memory accesses,
transfer latencies, contention for processors, etc. In the proposed design flow, these properties
are evaluated by simulation of the system model extended with observers. Observers are regular
BIP components that sense the state of the system model and collect pertinent information with
respect to the properties of interest i.e., the delay for particular data transfers, the blocking
time on buses, etc. Actually, we provide a collection of predefined observers allowing to monitor
and record specific information for most common non-functional properties.

Simulation is performed by using the native BIP simulation tool. The BIP system model
extended with observers is used to produce simulation code that runs on top of the BIP engine,
that is, the middleware for execution/simulation of BIP models. The outcome of the simulation
with the BIP engine is twofold. First, the information recorded by observers can be used as
such to gain insight about the properties of interest. Second, with some caution, the same
information can be used to build much simpler, abstract stochastic models. These models can
be further used to compute probabilistic guarantees on properties by using statistical-model
checking. This two-phase approach combining simulation and statistical model-checking has
been already experimented in different contexts, such as validation of system-level Quality of
Service (QoS) properties on complex heterogeneous systems. It is fully scalable and allows (at
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Figure 3: BIP Design Flow for Manycore developped in PRO3D

least partially) overcoming the drawbacks related to simulation-based approaches, that is, the
long simulation times and the lack of confidence in the results obtained.

Statistical model checking [12, 13, 14] extends runtime verification capabilities by exploiting
statistical algorithms in order to get some evidence that a given system satisfies some property.
Given a stochastic system B and a property φ, statistical model checking refers to a series of
simulation-based techniques that can be used to answer two questions: (1) qualitative: is the
probability for B to satisfy Φ greater or equal to a certain threshold θ ? and (2) quantitative:
what is the probability for B to satisfy Φ ? The main approaches proposed to answer these
questions are based on hypothesis testing and/or estimation using Monte-Carlo methods. The
efficiency of the various algorithms is characterized by the number of simulations needed to
obtain an answer. This number may change from system to system and can only be estimated.
However, heuristics have been developed for combining estimation and testing algorithms, to
exploit potential parallelism for simulation or specific characteristics of the system. Their com-
bination make statistical model checking as a very interesting, general and scalable, alternative
for verification, which moreover benefit from a lot of interest from the research community.

The BIP design flow allows generation of a correct-by-construction system model for manycore
platforms from an application software and a mapping. The flow clearly separates software and
hardware design issues. It is also parameterized by design choices related to resource manage-
ment such as scheduling policies, memory size and execution times. This allows estimation of
the impact of each parameter on system behavior. Using BIP as a unifying modeling formalism
for both hardware and software confers multiple advantages, in particular rigorousness. The
obtained system models are correct-by-construction. This is a main difference from other ad
hoc model construction techniques.
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Methods for Distributed Implementation of Multiparty Interactions and Priorities

Distributed decentralized implementation of systems of communicating processes raises non-
trivial problems. In general, the correct execution of multiparty interactions, subject to priority
rules, requires sophisticated mechanisms for runtime conflict detection and resolution.

The construction of optimally distributed and decentralized implementations for BIP models
has been thoroughly investigated within the PRO3D project. The BIP design flow includes
a distribution/decentralization step (step 4 in Fig. 3), which is meant to transform arbitrary,
high-level application models (in BIP) into simpler, low-level models (in BIP as well) that can
be effectively deployed on distributed execution platforms. More precisely, this transformation
replaces high-level multiparty interactions and/or dynamic priorities that might exist in high-
level models by protocols using only asynchronous point-to-point communication primitives.
This transformation is implemented as model transformations on BIP and proven correct-by-
construction [27, 28].

In particular, the work on the decentralized implementation of dynamic priorities lead to the
development of knowledge-based methods [26, 30, 31]. These methods proven to significantly
reduce the coordination overhead in decentralized implementations. In general, knowledge
denotes the information about the current global state of execution a process may know/infer
at any time, by combining its local view with some pre-computed information about all the
reachable states of the system. The knowledge can be used to get rid of useless arbitration
required for false conflict resolution e.g., to restrict communication whenever irrelevant for the
distributed protocol.

For example, a method for detection of false conflicts which combines partial observation of
the system’s state and apriori knowledge extracted from invariants has been presented in [26].
This method relies on heuristics to determinine optimal sets of observations leading to imple-
mentations with particular guarantees. It also provides preliminary experimental results on an
implementation of the method in the BIP framework. Another way to benefit from knowledge
has been investigated in [31]. In this work, information about non-conflicting interactions is ob-
tained by combining the history (the sequence) of past interactions with an apriori known global
model of the system behavior. This knowledge can be exploited locally, for every participant in
a distributed implementation (e.g., both to simple participant or to coordinator components).
Finally, the work in [30] makes one step more towards efficient implementation. It has been
shown that priorities can be safely replaced using an additional observation primitive which,
moreover, can be used to effectively reduce coordination overhead in combination with standard
protocols for distributed execution of multiparty interactions.

The distributed code is generated against the MCAPI runtime.

MCAPI Implementation for STHORM

The Multicore Association is an industry association that includes leading companies imple-
menting products that embrace multicore technology (vendors of processors, operating systems,
compilers, development tools, debuggers, ESL and EDA vendors, simulators, application and
system developers, and universities. Their primary objective is to define and promote open
specifications to enable multicore product development.

The roadmap of the Multicore Association consists of an extensive set of Application Pro-
gramming Interface (API) that support multicore communications, resource management, task
management, and debug facilities. These API provide a foundation for a multitude of services
and functions including load balancing, power management, reliability, and quality of service,
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elements that are also on the consortium’s roadmap.

Currently Multicore Association foundation APIs are divided into three projects:

1. Communication: defines an API and a semantic for communication and synchronization
between processing cores in embedded systems.

2. Resource Management : specifies essential application-level resource management capabil-
ities.

3. Task Management : will provide a standard API for leveraging task parallelism on em-
bedded devices containing symmetric or asymmetric multicore processors, covering a wide
range of target architectures.

The two first projects were published first and their main results were the delivery of two APIs,
the MCAPI and the MRAPI [1, 2]. The later gave birth to MTAPI [3]. For PRO3D, we focused
on the MCAPI specification.

The MCAPI specification defines an API and a semantic for communication and synchronization
between processing cores in many-core embedded systems. It is based on few basic concepts
presented Fig. 4 page 14.

• Node. A node is an independent thread of control that can communicate with other nodes.
The exact nature of a node is defined by the implementation of the MCAPI, but it can
basically be a process, a core, a thread or a HW IP.

• Endpoint. An endpoint is a communication termination point and is therefore connected
to a Node. One node can have multiple endpoints, but one endpoint belongs to a single
node.

• Domain. A domain is a set of MCAPI nodes that are grouped together for identification
or routing purpose. The semantics attached to a domain is given by the implementation,
but it can basically be a cluster, a chip, a terminal, a mobile... Each node can only belong
to a single domain.

Compared to MPI, MCAPI offers inter-core communication with low-latency with minimal
footprint. MCAPI communication nodes are all statically predefined by the implementation.

Figure 4: MCAPI Main Concepts

MCAPI offers three fundamental communication mechanisms:

• Messages. Messages are streams sent from one endpoint to another. No connection is
established between the two endpoints to send a message. This is the easiest way of
communicating between two nodes.
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• Packet Channel. A packet channel is a FIFO unidirectional stream of data packets of
variable size, sent from one endpoint to another.

• Scalar Channel. A scalar channel is similar to a packet channel, except that only fixed-
length word of data can be sent through the channel. A word may be 8, 16, 32 or 64 bit
of data.

The communication channels can then be set up between two different Endpoints.

The main objective of our implementatuion on P2012/STHORM was to offer a uniform level of
abstraction and a homogeneous programming interface for the whole platform, both fabric side
and host side. This uniform intermediate representation covering the whole platform can the
perfectly integrate in a full application design flow targeting STHORM, contributing to ease
the code generation.

The PRO3D implementation of MCAPI for STHORM features five domains: four for the clusters
on the computing fabric side, and one for the host (see figure 5).

Figure 5: MCAPI Domains on STHORM

The four cluster domains are naturally reflecting the STHORM hardware organization. The 16
Processing Elements (PEs) of the ENCore blocks are mapped to 16 available MCAPI nodes in
each MCAPI domain. As the PEs are generic processors and as all components in STHORM
are memory mapped and can be accessed by any PE, the implementation can decide how many
MCAPI endpoints per node it can offer, since no real hardware constraint exists for the number
of link between the processors. Currently we set the maximum number of endpoints per node
to be 16 as it seems to be a code trade-off between code size and complex application support.

The host domain has only a single node which represents the ARM dual-core host processor.
The MCAPI host node is responsible for the whole execution, as it is the main entry point of
application. The MCAPI initialization of the host node automatically loads the fabric binary
code into the L2 memory, and wake up the fabric MCAPI nodes.

This implementation totally hides the complexity of binary and symbols dynamic load and depen-
dencies solving to the application provided. Instead a single semantic for the whole STHORM
platform is exposed for homogeneous programming.

The connected channels are implemented using FIFO buffers allocated in any of the available
memory region of STHORM. The size of the allocated buffer and its memory mapping can be
specified using endpoint attributes, as specified in the MCAPI standard. The sending endpoint
and the receiving endpoint must have consistent attributes definition for the creation of a
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channel. The creation of the channel is also dependent on the remaining available memory in
the platform.

The Cluster Controler (CC) and the Fabric Controler (FC) are not directly visible from the
MCAPI mapping on STHORM, but they are used by the implementation to support the var-
ious communication mechanisms and synchronizations. DMA engines are also hidden by the
implementation but used when transferring data from one region to another.

The STHORM MCAPI implementation is curently used as target for the PRO3D flow described
above. The code produced works properly under STHORM simulators from the SDKs 2012.2,
2013.1 and 2013.2. At the time of this report, the implementation passes unitary tests on real
STHORM hardware, where it supports breakpoints on the host and traces provided by the
hardware platform on the PE.

3.3 System-Level Exploration & Analysis of 3D Designs

Distributed Operation Layer for 3D Integrated Circuits (DOL3D) tool-chain

The move towards highly parallel architectures with tens of cores, such as P2012, complicates
the process of designing applications. The source of the complexity is two-fold. On the one hand,
the specification of the application must expose concurrency, while ensuring the lack of any of the
common errors such as race conditions. On the other hand, a highly concurrent application must
be mapped on to the architecture with performance and/or temperature considerations. Such
a mapping step is difficult as there are typically a very large number of candidate mappings to
choose from. In the project, we have taken a systematic approach to alleviate these complexities
with the DOL3D tool-chain.

• Specification and verification. We specify the dataflow applications as a set of processes
communicating via first-in-first-out (FIFO) buffers. The semantics of the buffers is to
have a blocking read and a non-blocking write. The functionality of the communicating
processes are authored in a straight forward C interface, with clearly separated commu-
nication primitives. The interconnection amongst the processes is specified by a standard
xml format. This clear separation between the functionality of the processes and the in-
terconnection amongst processes allows us to formally verify that there are no deadlocks
in the applications. This is done with a functional simulator that automatically trans-
lates the process network specification to a SystemC specification which is then simulated.
This step also allows the application designer to check the data rate amongst different pro-
cesses. For instance, we specifically verify if the given application satisfies a Synchronous
Dataflow (SDF) specification. Thus, this first step of the tool-chain simplifies the effort
of the application designer. We demonstrated this tool-chain at the first project review
meeting.

• Mapping optimisation. Once the application has been specified and verified, we need
to find a mapping of the processes on to the cores such that the performance can be
optimised. To this end, we calibrate the performance of the application for different
candidate mappings and derive a performance model. This step requires automatic code
generation with instrumentation for calibrating timing information. Such calibration is
done at a fine granularity. Specifically, we calibrate the time required by each continuous
code block in the application, and the time required by each communication step. As the
final step, the calibrated performance model is used to explore the design space of the very
large number of mappings. We use genetic algorithms to explore Pareto-optimal mapping
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solutions. To this end, we use an exploration tool developed earlier by our group, called
EXPO. We demonstrated this tool-chain at the first project review meeting.

• Compatibility with partners. The specification of the application and architecture, as
proposed in DOL3D, was adopted in the project. The applications are written and verified
for this specification. The BIP tool-chain developed by VERIMAG also supports this
specification. We demonstrated the tool-chain first for the MPARM architecture proposed
by UNIBO. This architecture and the programming layer it supports, were specifically
designed to be similar to the P2012 platform. We also ported the tool-chain to support
the MCAPI programming layer developed by CEA to execute on the P2012 platform.
Thus, the DOL3D tool-chain was particularly designed to be compatible with the various
partners of the project.

Formal analysis of worst-case peak temperature

As has been discussed throughout this project, analysing the on-chip temperatures is necessary
when targeting applications for 3D or high performance architectures. Often the thermal re-
quirements only consider the peak or worst-case temperature, i.e., to rate a given architecture
and application pair, we only need to verify that the worst-case temperature does not exceed a
given system threshold. This concern is similar to the field of hard real-time systems where the
main requirement is to ensure that worst-case finish time of a task does not exceed its deadline.
With our prior experience in analysis of real-time systems, we aimed to provide a similar formal
analysis for computing worst-case temperature.

In this regard, we made the first contribution in [20]. In this paper, we showed that an analytic
approach can be used to compute the worst-case temperature, for a given stream of tasks.
The tasks can show variability such as jitter in arrival times, or occasional bursts. In all such
conditions, we computed the “critical trace” that would lead to the worst-case temperature. A
significant part of the result was that the model of the application required for such an analysis
is the same as the one used in real-time scheduling analysis. In other words, independent of
the thermal model, to compute the worst-case temperature, we need to model the application
in the same way as we do to verify real-time properties. Thus, no additional modelling effort
on the application-side is required to compute the worst-case peak temperature.

We extended this result in the following directions.

• Other scheduling algorithms:
The original result was presented for a first-come-first-serve (FCFS) scheduling algorithm.
Thus, only a single stream of homegenous jobs were analysed. We extended this to several
scheduling algorithms in [24]. Here we combined the results of the analysis with our
toolbox for Modular Performance Analysis (MPA) available as a MATLAB toolbox at
http://mpa.ethz.ch. We showed that several different scheduling algorithms such as
fixed priority, round robin or time division multiplexing (TDM) can be used. In all cases,
we showed how the trace that leads to the worst-case temperature can be analytically
computed.

• Multi-core systems:
The original result was presented for a single core system. This result was extended to
multi-core systems in [38] and [39]. The main contribution here was to show that an
exact computation for the worst-case temperature for multi-core systems is difficult, as
the execution of tasks on one core affect the temperature of other cores. We thus provided
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good approximation solutions which were then analysed for their accuracy. This result
also gave insights into how the thermal analysis of multi-core systems is more involved
due to the thermal coupling of the cores.

• Distributed systems:
Finally, we extended the results to consider applications with several tasks connected by
dataflow edges executing on multi-core [23] systems. The main contribution was to show
that it is not sufficient to have estimates of only the worst-case timing behaviour in order
to compute the peak temperature. A shorter execution of a job on a certain processor can
lead to a higher temperature on a different processor. This counter-intuitive result must
be adequately considered when calibrating distributed applications for peak temperature
computations.

This stream of research merged the two branches of formal analysis and thermal-aware design,
with results presented in both “design” conferences and “real-time” conferences.

Effective thermal calibration of an application

A crucial component of a design optimisation tool is the calibration step. For instance, we
need to know the thermal effects of running different applications. We started the project by
showing that different mapping decisions can indeed affect the temperature of the chip [41].
However, this method required that we have detailed information of the power consumption of
the different architectural units, the thermal parameters of the chip and so on. The wide scope
of these parameters implies that they are not easily available, especially early in the design
cycle.

As a response to this, we presented an approach to “directly” calibrate the thermal performance
of an application without need for intermediate parameters. The method relies in learning the
characteristics of the system (“calibration step”) to determine a thermal impulse response of the
given system. The crucial assumption is that each application exercises the micro-architectural
units of a core in a unique fashion, and the usage scales uniformly with the load, for the same
application. The overall results show a high accuracy in the estimated temperatures ( at most
5 deg C), as compared to Hotspot, while the computational complexity is about 1000 times
smaller. This work was recognised with the Best Paper award at CASES [40] which is part of
the Embedded Systems Week.

Real-time performance with thermal-aware run-time adaptation

As has been discussed in other work packages, run-time adaption in response to on-chip tem-
peratures seems to be an essential part of supporting 3d or high performance architecture.
Several methods have been proposed earlier in the literature to enable such adaption. Exam-
ples include dynamic voltage scaling (DVS), run-time migration and system throttling. Clearly,
any such intervention can interfere with the performance offered by the architecture to a sup-
ported application. Our aim was then to come up with techniques to analyse and control such
interference.

We first studied the problem of throttling. The system can be occasionally throttled to reduce
the temperature. This can be implemented at a software level by delaying the incoming tasks, a
process known as shaping of the input stream. We studied the problem of identify the shaping
parameters which ensure that the deadline of a system is met while optimally minimising the
peak temperature. We showed that it is possible to analytically compute an approximation
of such a shaper. The approximation was made such that the resultant shaper can be easily
implemented. This result was presented at DAC [22], and was nominated for a best paper
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award.

As the second problem we studied the DVS control of a processor. We considered an intuitive
framework, wherein when the temperature of the processor rises above a threshold the frequency
of the processor is reduced. Though the control mechanism is intuitive, it can be difficult to
analyse the performance guaranteed by such a processor. We showed that by simulating a
single worst-case stream of jobs we can compute guarantees on performance provided by such
a processor. The advantage of the result was the non-dependence on the control law. This
was presented in RTAS [37] as part of the CPSWeek, and was also nominated for the best
paper award. We have subsequently extended the result to consider a given starting initial
temperature and sensor errors.

3.4 From 3D Opportunities to 3D Manycore Architectures

In order to increase the performance of electronic devices, Three-Dimensional Integrated circuits
(3D-IC) have emerged. 3D-ICs are made of the stack of several functional layers that are
electrically connected thanks to Through-Silicon-Vias (TSV). The interconnection architecture
and memory hierarchy play a key role in these 3D systems, being responsible not only for
communication between the various elements but also for the management of fundamental
mechanisms in a multiprocessor environment, such as shared resources utilization, data sharing,
synchronization and performance scalability. One of the most important objectives of PRO3D
has been focused on exploring and analysing the system-level 3D design space, with the aim of
optimizing the overall system performance.

From the interconnection fabric design perspective, there are several approaches already pre-
sented in literature: the classical shared bus structures are flanked by a crossbar, ring, and the
emergent paradigm of Network-on-Chip. Each design approach has advantages and drawbacks
in terms of complexity and performance. For example, the shared bus is the easiest to design,
but quickly becomes limiting in terms of bandwidth and latency, when scaling to a high num-
ber of bus masters or cores. The crossbar allows communication between several IP modules,
but increasing of area makes this approach often not feasible. The Network-on-Chip paradigm
instead provides good scalability with regards to the number of processors, providing at the
same time high bandwidth, modularity and a high degree of customization; all at the expense
of design complexity.

The main platform architecture developed in the PRO3D project can be considered a derivation
of the P2012 platform template, where several computation tiles are connected via a mesh NoC.
The computation tiles are supposed to be homogeneous and consist of a network interface for
accessing the external NoC, a fast crossbar for fast access to local memory, a set of devices for
efficient intra-tile synchronization and a variable number of core tiles.

Focusing on the performance of the overall communication architecture, the local crossbar plays
a fundamental role. The modelled crossbar is a logarithmic interconnect module. From a be-
havioural standpoint, it is a Mesh-of-Trees interconnection network to support high-performance
communication between processors and memories in L1-coupled processor clusters. The module
is intended to connect processing elements to a multi-banked memory on both data and instruc-
tion side. Data routing is based on address decoding: a first-stage checks if the requested address
falls within the intra-cluster memory address range or has to be directed off-cluster. To increase
module flexibility this stage is optional, enabling explicit L3 data access on the data side while,
on the instruction side, can be bypassed letting the cache controller take care of L3 memory
accesses for lines refill. The interconnect provides finegrained address interleaving on the mem-
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ory banks to reduce banking conflicts in case of multiple accesses to logically contiguous data
structures. The last log2 (interleaving size) bits of the address determine the destination. The
crossing latency consists of one clock cycle. In case of multiple conflicting requests, for fair ac-
cess to memory banks, a round-robin scheduler arbitrates access and a higher number of cycles
is needed depending on the number of conflicting requests, with no latency in between. In case
of no banking conflicts data routing is done in parallel for each core, thus enabling a sustainable
full bandwidth for processors-memories communication. To reduce memory access time and
increase shared memory throughput, read broadcast has been implemented and no extra cycles
are needed when broadcast occurs.

From the memory hierarchy perspective, the optimal configuration features a complex organiza-
tion which comprises several levels and memory types. L1 level is the closest to the processing
element and can be accessed locally by its embedding processing element but may also be ac-
cessed by non local processing elements with an increased access time. In order to provide high
bandwidth and to avoid bottlenecks on memory interface, L1 is a multiported, multibanked
memory, exploiting address interleaving among ports. L2 level is an intermediate level typically
used for storing data which are shared by several processing elements of the same cluster. L3
is a large memory that can be accessed by all the clusters of the fabric. The implementation of
level L3 is a central 3D stacked memory.

Clearly, the organization of memory hierarchy is one of the most important and critical phases
in manycore architecture design. Dealing with massively parallel systems such as P2012, in-
struction caching, data memory and DRAM interfacing play a fundamental role since they must
provide the required bandwidth to all cores and software tasks, complying with tight constraints
in terms of size and complexity.

Key to providing I-fetch bandwidth for cluster-based architecture is an effective instruction
cache architecture design. We analysed and compared the two most promising architectures
for instruction caching, namely private instruction caches per core and shared instruction cache
per cluster. Experimental results showed that private cache performance can be significantly
affected by the higher miss cost, on the other hand the shared cache has better performance.
However, it is very sensitive to execution misalignment, which can lead to cache access conflicts
and high hit cost.

On the data side, a multi-ported, multi-banked, Tightly Coupled Data Memory (TCDM) has
been directly connected to the logarithmic interconnect inside each cluster. The number of
memory ports is equal to the number of banks to have concurrent access to different memory
locations. Once a read or write requests is brought to the memory interface, the data is available
on the negative edge of the same clock cycle, leading to two clock cycle latency for conflict-free
TCDM access. As already mentioned above, if conflicts occur there is no extra latency between
pending requests, once a given bank is active, it responds with no wait cycles. Banking factor
(i.e. ratio between number of banks and cores) can be configured to explore how this affects
banking conflicts.

From the DRAM interfacing design perspective, to overcome the pin-limited performance growth,
the power vs. bandwidth dilemma and the memory wall 3D integration and 3D-stacked DRAM
have been proposed as a very promising solution. 3D-stacked DRAMs reduce the distance be-
tween CPU and external DRAM from centimeters to micrometers and improve the bandwidth
and access latencies - but more importantly, they provide a major boost in energy efficiency in
comparison to standard DRAM devices, such as DDR2, LPDDR2 or DDR3. During PRO3D,
we focused on the energy optimization of the 3D-DRAM subsystem for future terminals. We
proposed a flexible bandwidth and burst length adaption for the 3D-DRAM and the controller.
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With this we are able to handle a large range of access sizes from fine-grained (32b) to coarse-
grained (1Kb).

We have investigated different DRAM families. 3D-DRAM densities from 256Mb to 4096Mb and
also 2Gb LPDDR/LPDDR2 devices were characterized by several application-relevant work-
loads. We have then designed a 3D-DRAM channel controller which fits perfectly to the flexible
bandwidth and burst length adaption interface of the 3D-DRAMs. By using this flexible in-
terface the total 3D-DRAM subsystem consumes in the fastest configuration for 3D-DRAM
(300MHz, 2Gb DDR) and controller (500MHz) less than 240mW, for a workload with PHR =
50%. With very low power settings of 3D-DRAM (167MHz, 2G SDR) and controller the subsys-
tem power is decreased to less than 140mW. The experimental results showed an overall average
of 37% power savings by enabling the bandwidth and burst length flexibility for 3D-DRAMs.

3.5 3D Manycore Virtual Prototype

With conventional scaling of CMOS devices fast running into theoretical walls, vertical integra-
tion of IC dies seems to be the most viable solution to meet the ever rising demands for more
compact and faster electronic products in the short- and medium-term. Even if vertical inte-
gration is a promising solution to further increase the performance of future ICs, such 3D ICs
present complex thermal issues that cannot be solved only by conventional cooling techniques.
Optimal exploitation of such complex computing architectures can be only achieved via effi-
cient programming and management of the entire 3D stack. However, one of the main reasons
which still limits 3D technology is the lack of Electronic Design Automation (EDA) tools that
can provide IC designers with efficient simulation of functional and thermal behavior of ICs.
In particular, this situation becomes a major bottleneck for the development of thermal-aware
design and run-time approaches for 3D ICs. One of the main objectives of the PRO3D project
has been the development of such innovative tools and their interfacing enabling the efficient
design and programming of such 3D manycore architectures, namely the functional and thermal
simulation tools.

Performance modelling plays indeed a critical role in the design, evaluation, and development
of computing architecture of any segment, ranging from embedded to high performance 3D
manycore-based processors. Simulation has historically been the primary vehicle to carry out
performance modelling, since it allows for easily creating and testing new designs several months
before a physical prototype exists. Performance modelling and analysis are now integral to the
design flow of modern computing systems, as it provides many significant advantages: i) ac-
celerates time-to-market, by allowing the development of software before the actual hardware
exists; ii) reduces development costs and risks, by allowing for testing new technology earlier in
the design process; iii) allows for exhaustive design space exploration, by evaluating hundreds
of simultaneous simulations in parallel. Besides the complex hardware, generally modern plat-
forms host also an advanced software eco-system, composed by an operating system, several
communication protocol stacks, and various computational demanding user applications.

Unfortunately, as processor architectures get more heterogeneous, complex and the third dimen-
sion is added to the picture, it becomes more and more difficult to develop simulators that are
both fast and accurate. Cycle-accurate simulation tools can reach an accuracy error below 1-2%,
but they typically run at a few millions of instructions per hour. The necessity to efficiently
cope with the huge HW/SW design space provided by the 3D target architecture makes clearly
full-system simulator one of the most important design tools. Clearly, the use of slow simulation
techniques is challenging especially in the context of full-system simulation. In order to perform

PRO3D - 248776 21/29 May 31, 2013



Public Programming for Future 3D Architectures with Manycore

an affordable processor design space exploration or software development for the target plat-
form, trade-off accuracy for speed is thus necessary by implementing new virtual platforms that
allow for faster simulation speed at the expense of modelling fewer microarchitecture details of
not-critical hardware components (like the host processor domain), while keeping high-level of
accuracy for the most critical hardware components (like the manycore accelerator domain like
P2012).

During PRO3D we have successfully developed a new virtual platform prototyping framework
targeting the full-system simulation of massively parallel heterogeneous 3D system-on-chip,
composed by a general purpose processor (i.e. intended as platform coordinator and in charge
of running an operating system) and a many-core hardware accelerator (like P2012, i.e. used to
speed-up the execution of computing intensive applications or parts of them). The developed
virtual platform exploits the speed and flexibility of QEMU, allowing the execution of a full-
fledged Linux operating system, and the accuracy of a SystemC model for the many-core-based
P2012 accelerator.

The specific features of the simulation environment are:

• Since it exploits QEMU for the host processor emulation, unmodified operating systems
can be booted on it and the execution of unmodified ARM binaries of applications and
existing libraries can be simulated.

• It enables accurate manycore-based accelerator simulation. We designed a full software
stack allowing the programmer to exploit the hardware accelerator model implemented in
SystemC, from within a user-space application running on top of QEMU. This software
stack comprise a Linux device driver and a user-level programming API.

• The host processor (emulated by QEMU) and the SystemC accelerator model can run in an
asynchronous way, where a non-blocking communication interface has been implemented
enabling parallel execution between QEMU and SystemC environments.

• Beside the interface between QEMU and the SystemC model, we also implemented a
synchronization protocol able to provide a good approximation of the global system time.

• The simulator can be also used in stand-alone mode, where only the hardware accelerator
is simulated, thus enabling accurate design space explorations.

• The 3D memory hierarchy of the hardware accelerator is fully modelled, as well as its 3D
communication architecture.
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4 Dissemination

Over the course of its 36 months, PRO3D issued 119 publications in various conferences, revues
and workshops. The full list is available on our public web site at http://pro3d.eu.

Several public deliverable are also available from the same site in the section Deliverables, like:
“D3.1 – Report on 3D Aware Specification of Parallel Applications”, v1.2, Saddek Bensalem &
Marius Bozga (Eds.), 2011-07-01.

An open source software thermal estimator for the low level support of PRO3D, “3D Interlayer
Cooling Emulator (3D-ICE)”, has been delivered in 2010. It is available at http://esl.epfl.
ch/3d-ice.html.
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5 Contact Points

The PRO3D consortium brought together partners leaders with competencies in software, ar-
chitecture and 3D integration:

• The Département d’architecture, conception et logiciel embarqué from LETI of the Com-
missariat à l’énergie atomique et aux énergies alternatives (CEA), which was the Project’s
Coordinator (http://www.leti.fr);

• The Distributed & Complex System (DCS) team at VERIMAG (http://www-verimag.
imag.fr/DCS,31.html). VERIMAG being a Joint Lab was represented by Université
Joseph Fourier Grenoble 1 (UJF);

• The Computer Engineering Group (http://www.tec.ethz.ch) at Eidgenössische Tech-
nische Hochschule Zürich (ETHZ);

• The Microelectronics Research Group (http://www-micrel.deis.unibo.it) from Uni-
versità di Bologna (UNIBO);

• The Computing Division (http://www.st.com) from STMicroelectronics (STM);

• The Microelectronic Systems Laboratory (http://lsm.epfl.ch), Embedded Systems Lab-
oratory (http://esl.epfl.ch) & Integrated Systems Laboratory (http://lsi.epfl.ch)
from École polytechnique fédérale de Lausanne (EPFL);

Web Site

The PRO3D consortium has a web site available at http://pro3d.eu, and was coordinated by
Christian FABRE, from CEA LETI. He can be reached at christian.fabre1@cea.fr.

Logo

We have defined and used a PRO3D logo in two shapes: square and rectangular. They are
presented Fig. 6 below. Each shape is available in various sizes:

Figure 6: Logos of PRO3D
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3D-ICE 3D Interlayer Cooling Emulator. 23

API Application Programming Interface. 13, 14, 29

BIP Behaviour Interaction Priority. 5, 9–13, 17

DOL3D Distributed Operation Layer for 3D Integrated Circuits. 16, 17

JEDEC The Joint Electron Devices Engineering Council is an industry association that de-
velops open standards for the microelectronics industry – See http://www.jedec.org for
details. 7, 29

LPDDR Low Power DDR. 3, 7

Multicore Association The Multicore Association® is an industry association that includes
leading companies implementing products that embrace multicore technology. The Mul-
ticore Association’s roadmap consists of an extensive set of API, like MCAPI that sup-
port multicore communications; MRAPI for resource management and MTAPI for task
management. These API will provide a foundation for a multitude of services. See
http://www.multicore-association.org for more details. 13, 14, 29

MCAPI stands for Multicore Communications API – See [1] for details. 13–17, 29

MPARM is a multi-processor platform developed by Microelectronics Research Group from
Università di Bologna. 17

MPI stands for Message Passing Interface – See http://www.mcs.anl.gov/research/projects/
mpi for details. 14

MRAPI stands for Multicore Resource Management API – See [2] for details. 14, 29

MTAPI stands for Multicore Task Management API – See [3] for details. 14, 29

NoC Network-on-Chip. 5

P2012 stands for Platform 2012. A manycore platform architecture template developed by
STmicroelectronics [10, 33, 36]. 15–17, 29

PE Processing Element. 15, 16

QoS Quality of Service. 11

SMC Statistical Model Checking. 4, 5, 8, 9

SoC System on Chip. 8

STHORM stands for ST Heterogeneous lOw poweR Manycore. A manycore platform spe-
cialised for video analytics developed by STmicroelectronics, based on P2012. 13, 15,
16

Wide-IO is an inter-die vertical interconnect technology specified by JEDEC. 3, 4, 7
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